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• Explainable artificial intelligence (AI) is attracting 
much interest in medicine

• To realize explainable medicine we need to go 
beyond explainable AI – causability is needed

• We must distinguish between an explainable model 
(“explainable AI”) and an explanation interface 
which makes the explaination useful to the expert
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Integrated Gradient (IG) visualizes its input feature 
importance that contributes to the model's prediction

model based on causal symptom-disease modeling

model predictions for individual symptoms and diseases

model explanations for individual symptoms and diseases


